## Appendix A

## Measure theory

In this appendix we collect some important notions from measure theory. The goal is not to present a self-contained presentation, but rather to establish the basic definitions and theorems from the theory for reference in the main text. As such, the presentation omits certain existence theorems and many of the proofs of other theorems (although references are given). The focus is strongly on finite (e.g. probability-) measures, in places at the expense of generality. Some background in elementary set-theory and analysis is required. As a comprehensive reference, we note Kingman and Taylor (1966) [52], alternatives being Dudley (1989) [29] and Billingsley (1986) [15].

## A. 1 Sets and sigma-algebras

Rough setup: set operations, monotony of sequences of subsets, set-limits, sigma-algebra's, measurable spaces, set-functions, product spaces.

Definition A.1.1. A measurable space $(\Omega, \mathscr{F})$ consists of a set $\Omega$ and a $\sigma$-algebra $\mathscr{F}$ of subsets of $\Omega$.

## A. 2 Measures

Rough setup: set-functions, (signed) measures, probability measures, sigma-additivity, sigmafiniteness

Theorem A.2.1. Let $(\Omega, \mathscr{F})$ be a measurable space with measure $\mu: \mathscr{F} \rightarrow[0, \infty]$. Then,
(i) for any monotone decreasing sequence $\left(F_{n}\right)_{n \geq 1}$ in $\mathscr{F}$ such that $\mu\left(F_{n}\right)<\infty$ for some $n$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left(F_{n}\right)=\mu\left(\bigcap_{n=1}^{\infty} F_{n}\right), \tag{A.1}
\end{equation*}
$$

(ii) for any monotone increasing sequence $\left(G_{n}\right)_{n \geq 1}$ in $\mathscr{F}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left(G_{n}\right)=\mu\left(\bigcup_{n=1}^{\infty} G_{n}\right) \tag{A.2}
\end{equation*}
$$

Theorem A.2.1) is sometimes referred to as the continuity theorem for measures, because if we view $\cap_{n} F_{n}$ as the monotone limit $\lim F_{n}$, (A.1) can be read as $\lim _{n} \mu\left(F_{n}\right)=\mu\left(\lim _{n} F_{n}\right)$, expressing continuity from below. Similarly, (A.2) expresses continuity from above. Note that theorem A.2.1 does not guarantee continuity for arbitrary sequences in $\mathscr{F}$. It should also be noted that theorem A.2.1) is presented here in simplified form: the full theorem states that continuity from below is equivalent to $\sigma$-additivity of $\mu$ (for a more comprehensive formulation and a proof of theorem A.2.1, see [52], theorem 3.2).

Example A.2.1. Let $\Omega$ be a discrete set and let $\mathscr{F}$ be the powerset $2^{\Omega}$ of $\Omega$, i.e. $\mathscr{F}$ is the collection of all subsets of $\Omega$. The counting measure $n: \mathscr{F} \rightarrow[0, \infty]$ on $(\Omega, \mathscr{F})$ is defined simply to count the number $n(F)$ of points in $F \subset \Omega$. If $\Omega$ contains a finite number of points, $n$ is a finite measure; if $\Omega$ contains a (countably) infinite number of points, $n$ is $\sigma$-finite. The counting measure is $\sigma$-additive.

Example A.2.2. We consider $\mathbb{R}$ with any $\sigma$-algebra $\mathscr{F}$, let $x \in \mathbb{R}$ be given and define the measure $\delta_{x}: \mathscr{F} \rightarrow[0,1]$ by

$$
\delta_{x}(A)=1\{x \in A\}
$$

for any $A \in \mathscr{F}$. The probability measure $\delta_{x}$ is called the Dirac measure (or delta measure, or atomic measure) degenerate at $x$ and it concentrates all its mass in the point $x$. Clearly, $\delta_{x}$ is finite and $\sigma$-additive. Convex combinations of Dirac measures, i.e. measures of the form

$$
P=\sum_{j=1}^{m} \alpha_{j} \delta_{x_{j}}
$$

for some $m \geq 1$ with $\alpha_{1}, \ldots, \alpha_{m}$ such that $\alpha_{j} \geq 0$ and $\sum_{j=1}^{m} \alpha_{j}=1$, can be used as a statistical model for an observation $X$ that take values in a discrete (but unknown) subset $\left\{x_{1}, \ldots, x_{m}\right\}$ of $\mathbb{R}$. The resulting model (which we denote $D(\mathbb{R}, \mathscr{B})$ for reference) is not dominated.

Often, one has a sequence of events $\left(A_{n}\right)_{n \geq 1}$ and one is interested in the probability of a limiting event $A$, for example the event that $A_{n}$ occurs infinitely often. The following three lemmas pertain to this situation.

Lemma A.2.1. (First Borel-Cantelli lemma)
Let $(\Omega, \mathscr{F}, P)$ be a probability space and let $\left(A_{n}\right)_{n \geq 1} \subset \mathscr{F}$ be given and denote $A=\limsup A_{n}$. If

$$
\sum_{n \geq 1} P\left(A_{n}\right)<\infty
$$

then $P(A)=0$.

In the above lemma, the sequence $\left(A_{n}\right)_{n \geq 1}$ is general. To draw the converse conclusion, the sequence needs to exist of independent events.

Lemma A.2.2. (Second Borel-Cantelli lemma)
Let $(\Omega, \mathscr{F}, P)$ be a probability space and let $\left(A_{n}\right)_{n \geq 1} \subset \mathscr{F}$ be independent and denote $A=$ $\limsup A_{n}$. If

$$
\sum_{n \geq 1} P\left(A_{n}\right)=\infty
$$

then $P(A)=1$.

Together, the Borel-Cantelli lemmas assert that for a sequence of independent events $\left(A_{n}\right)_{n \geq 1}, P(A)$ equals zero or one, according as $\sum_{n} P\left(A_{n}\right)$ converges or diverges. As such, this corollary is known as a zero-one law, of which there are many in probability theory.
exchangability, De Finetti's theorem

Theorem A.2.2. (De Finetti's theorem) State De Finetti's theorem.

Theorem A.2.3. (Ulam's theorem) State Ulam's theorem.

Definition A.2.1. Let $(\mathscr{Y}, \mathscr{B})$ be a measurable space. Given a set-function $\mu: \mathscr{B} \rightarrow[0, \infty]$, the total variation total-variation norm of $\mu$ is defined:

$$
\begin{equation*}
\|\mu\|_{T V}=\sup _{B \in \mathscr{B}}|\mu(B)| \tag{A.3}
\end{equation*}
$$

Lemma A.2.3. Let $(\mathscr{Y}, \mathscr{B})$ be a measurable space. The collection of all signed measures on $\mathscr{Y}$ forms a linear space and total variation is a norm on this space.

## A. 3 Measurability and random variables

Rough setup: measurability, monotone class theorem, simple functions, random variables, approximating sequences.

## A. 4 Integration

Rough setup: the definition of the integral, its basic properties, limit-theorems (Fatou, dominated convergence) and $L_{p}$-spaces.

Definition A.4.1. Let $(\Omega, \mathscr{F}, \mu)$ be a measure space. A real-valued measurable function $f: \Omega \rightarrow \mathbb{R}$ is said to be $\mu$-integrable if

$$
\begin{equation*}
\int_{O} m e g a|f| d \mu<\infty \tag{A.4}
\end{equation*}
$$

$\qquad$
Remark A.4.1. If $f$ is a stochastic vector taking values in $\mathbb{R}^{d}$, the above definition of integrability is extended naturally by imposing (A.4) on each of the component functions. This extension is more problematic in infinite-dimensional spaces. However, various generalizations can be found in an approach motivated by functional analysis (see Megginson (1998) [67] for an introduction to functional analysis): suppose that $f: \Omega \rightarrow X$ takes its values in an infinite-dimensional space $X$. If $(X,\|\cdot\|)$ is a normed space, one can impose that

$$
i n t_{\Omega}\|f\| d \mu<\infty
$$

but this definition may be too strong, in the sense that too few functions $f$ satisfy it. If $X$ has a dual $X^{*}$, one may impose that for all $x^{*} \in X^{*}$,

$$
\int_{\Omega} x^{*}(f) d \mu<\infty
$$

which is often a weaker condition than the one in the previous display. In case $X$ is itself ( $a$ subset of) the dual of a space $X^{\prime}$, then $X^{\prime} \subset X^{*}$ and we may impose that for all $x \in X^{\prime}$,

$$
\int_{\Omega} f(x) d \mu<\infty
$$

which is weaker than both previous displays.
Example A.4.1. Our primary interest here is in Bayesian statistics, where the prior and posterior can be measures on a non-parametric model, giving rise to a situation like that in remark A.4.1. Frequently, observations will lie in $\mathbb{R}^{n}$ and we consider the space of all bounded, measurable functions on $\mathbb{R}^{n}$, endowed with the supermum-norm. This space forms a Banach space $X^{\prime}$ and $\mathscr{P}$ is a subset of the unit-sphere of the dual ${X^{\prime *}}^{*}$, since $X \rightarrow \mathbb{R}: f \mapsto P f$ satisfies $|P f| \leq\|f\|$, for all $f \in X$. Arguably, $P$ should be called integrable with respect to a measure $\Xi$ on $\mathscr{P}$, if

$$
\left|\int_{\mathscr{P}} \operatorname{Pfd} d \Xi(P)\right|<\infty .
$$

for all $f \in X$. Then, "suitable integrability" is not an issue in the definition of the posterior mean (2.2.1), since $P|f| \leq \sup _{\mathbb{R}^{n}}|f|=\|f\|<\infty$ for all $f \in X$ and the posterior is a probability measure.

Theorem A.4.1. (Fubini's theorem) State Fubini's theorem.
Theorem A.4.2. (Radon-Nikodym theorem) Let $(\Omega, \mathscr{F})$ be a measurable space and let $\mu, \nu$ : $\mathscr{F} \rightarrow[0, \infty]$ be two $\sigma$-finite measures on $(\Omega, \mathscr{F})$. There exists a unique decomposition

$$
\mu=\mu_{\|}+\mu_{\perp},
$$

such that $\nu_{p}$ arallel $\ll \nu$ and $\mu_{\perp}$ and $\nu$ are mutually singular. Furthermore, there exists a finite-valued, $\mathscr{F}$-measurable function $f: \Omega \rightarrow \mathbb{R}$ such that for all $F \in \mathscr{F}$,

$$
\begin{equation*}
\mu_{\|}(F)=\int_{F} f d \nu . \tag{A.5}
\end{equation*}
$$

The function $f$ is $\nu$-almost-everywhere unique.

The function $f: \Omega \rightarrow \mathbb{R}$ in the above theorem is called the Radon-Nikodym derivative of $\mu$ with respect to $\nu$. If $\mu$ is a probability distribution, then $f$ is called the (probability) density for $\mu$ with respect to $\nu$. The assertion that $f$ is " $\nu$-almost-everywhere unique" means that if there exists a measurable function $g: \Omega \rightarrow \mathbb{R}$ such that (A.5) holds with $g$ replacing $f$, then $f=g,(\nu-a . e$.$) , i.e. f$ and $g$ may differ only on a set of $\nu$-measure equal to zero. Through a construction involving increasing sequences of simple functions, we see that the Radon-Nikodym theorem has the following implication.

Corollary A.4.1. Assume that the conditions for the Radon-Nikodym theorem are satisfied. Let $X: \Omega \rightarrow[0, \infty]$ be measurable and $\mu$-integrable. Then the product $X f$ is $\nu$-integrable and

$$
\int X d \mu=\int X f d \nu
$$

Remark A.4.2. Integrability is not a necessary condition here, but the statement of the corollary becomes rather less transparent if we indulge in generalization.

## A. 5 Existence of stochastic processes

A stochastic processes have the following broad definition.
Definition A.5.1. Let $(\Omega, \mathscr{F}, P)$ be a probability space, let $T$ be an arbitrary set. A collection of $\mathscr{F}$-measurable random variables $\left\{X_{t}: \Omega \rightarrow \mathbb{R}: t \in T\right\}$ is called a stochastic process indexed by $T$.

The problem with the above definition is the requirement that there exists an underlying probability space: typically, one approaches a problem that requires the use of stochastic processes by proposing a collection of random quantities $\left\{X_{t}: t \in T\right\}$. The guarantee that an underlying probability space $(\Omega, \mathscr{F}, P)$ exists on which all $X_{t}$ can be realised as random variables is then lacking so that we have not defined the stochastic process properly yet. Kolmogorov's existence theorem provides an explicit construction of $(\Omega, \mathscr{F}, P)$. Clearly, if the $X_{t}$ take their values in a measurable space space $(\mathscr{X}, \mathscr{B})$, the obvious choice for $\Omega$ is the collection $\mathscr{X}^{T}$ in which the process takes its values. The question remains how to characterize $P$ and its domain $\mathscr{F}$. Kolmogorov's solution here is to assume that for any finite subset $S=$ $\left\{t_{1}, \ldots, t_{k}\right\} \subset T$, the distribution $P_{t_{1} \ldots t_{k}}$ of the $k$-dimensional stochastic vector $\left(X_{t_{1}}, \ldots, X_{t_{k}}\right)$ is given. Since the distributions $P_{t_{1} \ldots t_{k}}$ are as yet unrelated and given for all finite subsets of $T$, consistency requirements are implicit if they are to serve as marginals to the probability distribution $P$ : if two finite subsets $S_{1}, S_{2} \subset T$ satisfy $S_{1} \subset S_{2}$, then the distribution of $\left\{X_{t}: t \in S_{1}\right\}$ should be marginal to that of $\left\{X_{t}: t \in S_{2}\right\}$. Similarly, permutation of the components of the stochastic vector in the above display should be reflected in the respective distributions as well. The requirements for consistency are formulated in two requirements called Kolmogorov's consistency conditions:
$\qquad$
(K1) Let $k \geq 1$ and $\left\{t_{1}, \ldots, t_{k+1}\right\} \subset T$ be given. For any $C \in \sigma\left(\mathscr{B}^{k}\right)$,

$$
P_{t_{1} \ldots t_{k}}(C)=P_{t_{1} \ldots t_{k+1}}(C \times \mathscr{X})
$$

(K2) Let $k \geq 1,\left\{t_{1}, \ldots, t_{k}\right\} \subset T$ and a permutation $\pi$ of $k$ elements be given. For any $A_{1}, \ldots, A_{k} \in \mathscr{B}$,

$$
P_{t_{\pi(1)} \ldots t_{\pi(k)}}\left(A_{1} \times \ldots \times A_{k}\right)=P_{t_{1} \ldots t_{k}}\left(A_{\pi^{-1}(1)} \times \ldots \times A_{\pi^{-1}(k)}\right)
$$

Theorem A.5.1. (Kolmogorov's existence theorem)
Let a collection of random quantities $\left\{X_{t}: t \in T\right\}$ be given. Suppose that for any $k \geq 1$ and all $t_{1}, \ldots, t_{k} \in T$, the finite-dimensional marginal distributions

$$
\begin{equation*}
\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \sim P_{t_{1} \ldots t_{k}} \tag{A.6}
\end{equation*}
$$

are defined and satisfy conditions (K1) and (K2). Then there exists a probability space $(\Omega, \mathscr{F}, P)$ and a stochastic process $\left\{X_{t}: \Omega \rightarrow \mathscr{X}: t \in T\right\}$ such that all distributions of the form (A.6) are marginal to $P$.

Kolmogorov's approach to the definition and characterization of stochastic processes in terms of finite-dimensional marginals turns out to be of great practical value: it allows one to restrict attention to finite-dimensional marginal distributions when characterising the process. The drawback of the construction becomes apparent only upon closer inspection of the $\sigma$ algebra $\mathscr{F}: \mathscr{F}$ is the $\sigma$-algebra generated by the cylinder sets, which implies that measurability of events restricing an uncountable number of $X_{t}$ 's simultaneously can not be guaranteed! For instance, if $T=[0, \infty)$ and $\mathscr{X}=\mathbb{R}$, the probability that sample-paths of the process are coninuous,

$$
P\left(\mathbb{R} \rightarrow \mathbb{R}: t \mapsto X_{t} \text { iscontinuous }\right)
$$

may be ill-defined because it involves an uncountable number of $t$ 's. This is the ever-recurring trade-off between generality and strength of a mathematical result: Kolmogorov's existence theorem always works but it does not give rise to a comfortably 'large' domain for the resulting $P: \mathscr{F} \rightarrow[0,1]$.

## A. 6 Conditional distributions

In this section, we consider conditioning of probability measures. In first instance, we consider straightforward conditioning on events and illustrate Bayes' rule, but we also cover conditioning on $\sigma$-algebras and random variables, to arrive at the posterior distribution and Bayes' rule for densities.

Definition A.6.1. Let $(\Omega, \mathscr{F}, P)$ be a probability space and let $B \in \mathscr{F}$ be such that $P(B)>0$. For any $A \in \mathscr{F}$, the conditional probability of the event $A$ given event $B$ is defined:

$$
\begin{equation*}
P(A \mid B)=\frac{P(A \cap B)}{P(B)} \tag{A.7}
\end{equation*}
$$

Conditional probability given $B$ describes a set-function on $\mathscr{F}$ and one easily checks that this set-function is a measure. The conditional probability measure $P(\cdot \mid B): \mathscr{F} \rightarrow[0,1]$ can be viewed as the restriction of $P$ to $\mathscr{F}$-measurable subsets of $B$, normalized to be a probability measure. Definition (A.7) gives rise to a relation between $P(A \mid B)$ and $P(B \mid A)$ (in case both $P(A)>0$ and $P(B)>0$, of course), which is called Bayes' Rule.

Lemma A.6.1. (Bayes' Rule)
Let $(\Omega, \mathscr{F}, P)$ be a probability space and let $A, B \in \mathscr{F}$ be such that $P(A)>0, P(B)>0$. Then

$$
P(A \mid B) P(B)=P(B \mid A) P(A)
$$

However, being able to condition on events $B$ of non-zero probability only is too restrictive. Furthermore, $B$ above is a definite event; it is desirable also to be able to discuss probabilities conditional on events that have not been measured yet, i.e. to condition on a $\sigma$-algebra.

Definition A.6.2. Let $(\Omega, \mathscr{F}, P)$ be a probability space, let $\mathscr{C}$ be a sub- $\sigma$-algebra of $\mathscr{F}$ and let $X$ be a $P$-integrable random variable. The conditional expectation of $X$ given $\mathscr{C}$, denoted $E[X \mid \mathscr{C}]$, is a $\mathscr{C}$-measurable random variable such that for all $C \in \mathscr{C}$,

$$
\int_{C} X d P=\int_{C} E[X \mid \mathscr{C}] d P
$$

The condition that $X$ be $P$-integrable is sufficient for the existence of $E[X \mid \mathscr{C}] ; E[X \mid \mathscr{C}]$ is unique $P$-almost-surely (see theorem 10.1.1 in Dudley (1989)). Often, the $\sigma$-algebra $\mathscr{C}$ is the $\sigma$-algebra $\sigma(Z)$ generated by another random variable $Z$. In that case we denote the conditional expectation by $E[X \mid Z]$. Note that conditional expectations are random themselves: realisation occurs only when we impose $Z=z$.

Definition A.6.3. Let $(\mathscr{Y}, \mathscr{B})$ be a measurable space, let $(\Omega, \mathscr{F}, P)$ be a probability space and let $\mathscr{C}$ be a sub- $\sigma$-algebra of $\mathscr{F}$. Furthermore, let $Y: \Omega \rightarrow \mathscr{Y}$ be a random variable taking values in $\mathscr{Y}$. The conditional distribution of $Y$ given $\mathscr{C}$ is $P$-almost-surely defined as follows:

$$
\begin{equation*}
P_{Y \mid \mathscr{C}}(A, \omega)=E\left[1_{A} \mid \mathscr{C}\right](\omega) \tag{A.8}
\end{equation*}
$$

Although seemingly innocuous, the fact that conditional expectations are defined only $P$-almost-surely poses a rather subtle problem: for every $A \in \mathscr{B}$ there exists an $A$-dependent null-set on which $P_{Y \mid \mathscr{C}}(A, \cdot)$ is not defined. This is not a problem if we are interested only in $A$ (or in a countable number of sets). But usually, we wish to view $P_{Y \mid \mathscr{C}}$ as a probability measure, that is to say, it must be well-defined as a map on the $\sigma$-algebra $\mathscr{B}$ almost-surely. Since most $\sigma$-algebras are uncountable, there is no guarantee that the corresponding union of exceptional null-sets has measure zero as well. This means that definition (A.8) is not sufficient for our purposes: the property that the conditional distribution is well-defined as a map is called regularity.
$\qquad$

Definition A.6.4. Under the conditions of definition A.6.3, we say that the conditional distribution $\Pi_{Y \mid \mathscr{C}}$ is regular, if there exists a set $E \in \mathscr{F}$ such that $P(E)=0$ and for all $\omega \in \Omega \backslash E, \Pi_{Y \mid \mathscr{C}}(\cdot, \omega)$ satisfies $A .8$ for all $A \in \mathscr{B}$.

Definition A.6.5. A topological space $(S, \mathscr{T})$ is said to be a Polish space if $\mathscr{T}$ is metrizable with metric $d$ and $(S, d)$ is complete and separable.

Polish spaces appear in many subjects in probability theory, most notably in a theorem that guarantees that conditional distributions are regular.

Theorem A.6.1. (regular conditional distributions) Let $\mathscr{Y}$ be a Polish space and denote its Borel $\sigma$-algebra by $\mathscr{B}$. Furthermore let $(\Omega, \mathscr{F}, P)$ be a probability space and $Y: \Omega \rightarrow \mathscr{Y} a$ random variable taking values in $\mathscr{Y}$. Let $\mathscr{C}$ be a sub- $\sigma$-algebra of $\mathscr{F}$. Then a conditional distribution [MORE MORE]

Proof For a proof of this theorem, the reader is referred to Dudley (1989) [29], theorem 10.2.2).

In Bayesian context we can be more specific regarding the sub- $\sigma$-algebra $\mathscr{C}$ : since $\Omega=$ $\mathscr{X} \times \Theta$ (so that $\omega=(x, \theta)$ ) and we condition on $\theta$, we choose $\mathscr{C}=\{\mathscr{X} \times G: G \in \mathscr{G}\}$.

Note also that due to the special choice for $\mathscr{C}, \mathscr{C}$-measurability implies that $\Pi_{Y \mid \mathscr{C}}(. \cdot,(y, \theta))$ depends on $\theta$ alone. Hence we denote it $\Pi_{Y \mid \vartheta}: \mathscr{B} \times \Theta \rightarrow[0,1]$.

Lemma A.6.2. (Bayes' Rule for densities)
State Bayes' rule for densities.

## A. 7 Convergence in spaces of probability measures

Let $M(\mathbb{R}, \mathscr{B})$ denote the space of all probability measures on $\mathbb{R}$ with Borel $\sigma$-algebra $\mathscr{B}$.
Definition A.7.1. (topology of weak convergence)
Let $\left(Q_{n}\right)_{n \geq 1}$ and $Q$ in $M(\mathbb{R}, \operatorname{scr} B)$ be given. Denote the set of points in $\mathbb{R}$ where $\mathbb{R} \rightarrow[0,1]$ : $t \mapsto Q(-\infty, t]$ is continuous by $C$. We say that $Q_{n}$ converges weakly to $Q$ if, for all $t \in C$, $Q_{n}(-\infty, t] \rightarrow Q(-\infty, t]$.

Weak convergence has serveral equivalent definitions. The following lemma, known as the Portmanteau lemma (from the French word for coat-rack),

Lemma A.7.1. Let $\left(Q_{n}\right)_{n \geq 1}$ and $Q$ in $M(\mathbb{R}, \operatorname{scr} B)$ be given. The following are equivalent:
(i) $Q_{n}$ converges weakly to $Q$.
(ii) For every bounded, continuous $f: \mathbb{R} \rightarrow \mathbb{R}, Q_{n} f \rightarrow Q f$.
(iii) For every bounded, Lipschitz $g: \mathbb{R} \rightarrow \mathbb{R}, Q_{n} g \rightarrow Q g$.
(iv) For all non-negative, continuous $h: \mathbb{R} \rightarrow \mathbb{R}, \liminf _{n \rightarrow \infty} Q_{n} f \geq Q f$.
(v) For every open set $F \subset \mathbb{R}, \liminf _{n \rightarrow \infty} Q_{n}(F) \geq Q(F)$.
(vi) For every closed set $G \subset \mathbb{R}, \lim \sup _{n \rightarrow \infty} Q_{n}(G) \leq Q(G)$.
(vii) For every Borel set $B$ such that $Q(\delta B)=0, Q_{n}(B) \rightarrow Q(B)$.

In (vii) above, $\delta B$ denotes the boundary of $B$, which is defined as the closure of $B$ minus the interior of $B$.

Lemma A.7.2. When endowed with the topology of weak convergence, the space $M(\mathbb{R}, \mathscr{B})$ is Polish, i.e. complete, separable and metric.

Definition A.7.2. (topology of pointwise convergence)
Let $\left(Q_{n}\right)_{n \geq 1}$ and $Q$ in $M(\mathbb{R}, \operatorname{scr} B)$ be given. We say that $Q_{n}$ converges pointwise to $Q$ if, for all $B \in \mathscr{B}, Q_{n}(B) \rightarrow Q(B)$.

Definition A.7.3. (topology of total variation)
Let $\left(Q_{n}\right)_{n \geq 1}$ and $Q$ in $M(\mathbb{R}, \operatorname{scr} B)$ be given. We say that $Q_{n}$ converges in total variation to $Q$ if,

$$
\sup _{B \in \mathscr{B}}\left|Q_{n}(B)-Q(B)\right| \rightarrow 0
$$

Lemma A.7.3. When endowed with the topology of total variation, the space $M(\mathbb{R}, \mathscr{B})$ is a Polish subspace of the Banach space of all signed measures on $(\mathbb{R}, \mathscr{B})$.
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Bayes' billiard, 17
belief, 10
bootstrap, 53
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over-fitting, 67
parameter space, 2
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predictive distribution
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non-informative, 53
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subjectivist, 15
probability density, 95
probability density function, 2
Radon-Nikodym derivative, 95
rate of convergence, 5
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risk
Bayes, 42
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risk function
Bayesian, 42
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state, 38
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statistic, 5, 32
statistical decision theory, 38
statistics
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test-statistic, 28
theorem
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## Cover Illustration

The figure on the front cover originates from Bayes (1763), An essay towards solving a problem in the doctrine of chances, (see [4] in the bibliography), and depicts what is nowadays known as Bayes' Billiard. To demonstrate the uses of conditional probabilities and Bayes' Rule, Bayes came up with the following example: one white ball and $n$ red balls are placed on a billiard table of length normalized to 1 , at independent, uniformly distributed positions. Conditional on the distance $X$ of the white ball to one end of the table, the probability of finding exactly $k$ of the $n$ red balls closer to that end, is easily seen to be:

$$
P(k \mid X=x)=\frac{n!}{k!(n-k)!} x^{k}(1-x)^{n-k} .
$$

One finds the probability that $k$ red balls are closer than the white, by integrating with respect to the position of the white ball:

$$
P(k)=\frac{1}{n+1} .
$$

Application of Bayes' Rule then gives rise to a Beta-distribution $B(k+1, n-k+1)$ for the position of the white ball conditional on the number $k$ of red balls that are closer. The density:

$$
\beta_{k+1, n-k+1}(x)=\frac{(n+1)!}{k!(n-k)!} x^{k}(1-x)^{n-k},
$$

for this Beta-distribution is the curve drawn at the bottom of the billiard in the illustration. (See example 2.1.2)

